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Abstract— At present, job vacancies appear in online job
vacancy repositories. They are available in the form of images
or in the form of Portable Digital Format Documents. Text
information is embedded in them. By mining that text
information, current dynamics of the job market can be
identified. As the Information Technology industry is dynamic,
it is worth understanding what associations exist between job
titles and technologies that frequently appear together, when
applying for a job. For this purpose two algorithms can be
used. They are Apriori algorithm and Frequent Pattern
Growth algorithm. Among these two algorithms, this study
emphasizes the importance of using Frequent Pattern Growth
algorithm because it has eliminated the issue of performing so
many scans in the database, which lead the Apriori algorithm
less efficient. Frequent Pattern Growth algorithm used to mine
association rules which exist between job titles and technologies
required for them. The aim of the study is to mine how
technologies appear associated with each other in job
vacancies. Job seekers can be aware of what technologies have
association trends in the job market and that would be helpful
to reduce the gap that exists between skills of job seekers and
industry demands.

Keywords—Data mining, Association Rule Mining, Apriori,
FP Growth

[. INTRODUCTION

Identifying the associations with job titles and technologies
required for different jobs will be helpful for job seekers to
match their qualifications, technical skills, and knowledge
with job opportunities. Then job seekers will be able to
upgrade their technical qualifications for jobs. Educational
authorities can update their curriculum in accordance with
the current trends in the job market. Identifying and
following the associations between the job titles and
technologies take special importance for the Information
Technology (IT) profession, as new technologies are
emerging day by day. Therefore, it is important if there is a
way those job seekers can identify what technologies are
appearing in association in the IT industry job market. Job
holders, job seekers, and youth will be able to adjust their
technical skills in order to adhere to the current dynamics in
the IT industry [1-3].

In order to mine hidden patterns, various algorithms should
be applied to the data source. This research has focused on
one of the descriptive data mining techniques, which is
known as the Association Rule Mining (ARM). Association
Rule Mining is a data mining technique which is used to
find frequent patterns, correlations, or associations among
the sets of the items in a database and also it is used to
discover relationships among a large set of variables in a
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data set [4]. In this study, ARM was used to derive the
associations with job titles and technologies related to a
particular job and to mine how technologies are associated
with each other.

II. BACKGROUND

When mining the association rule, two major algorithms are
taken into consideration. They are “Apriori algorithm” and
“Frequent Pattern” (FP Growth) algorithm.

The “Apriori” algorithm was introduced by “Agrawal” and
“Srikant” [5][38]. The name “Apriori” has been given to this
algorithm because it uses a-prior knowledge of frequent
itemsets properties [6-10]. Fig. 1, shows the process that
happens in “Apriori” algorithm.
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Fig. 1. Flowchart of “Apriori” algorithm

The drawback of the “Apriori” algorithm is that it needs to
scan the whole database many times; also it becomes slow
when the database becomes large [7] [12]. To perform many
scans in the database needs much computing power, in that
context “Apriori” is less efficient when the database be-
comes larger.

The algorithm used in this study was the “Frequent Pattern-
Growth (FP- Growth)” algorithm because it has eliminated
the above mentioned weaknesses which exist in the
“Apriori” algorithm. When comparing the functionalities of
two algorithms; “Apriori” and FP Growth, the FP growth
algorithm was much effective than the “Apriori” algorithm
because, the FP- Growth algorithm makes fewer scans of the
database, making it practically usable for large databases
like text [13]. FP-Growth algorithm was introduced by Han
et al in 2000 [14]. The FP-Growth algorithm can be
introduced as an improved version of the “Apriori”
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algorithm. The FP Growth algorithm avoids the candidates
generating process and passes fewer scans over the database
[15].

FP Growth algorithm uses an extended pre-fix tree structure,
called the FP tree [16]. The purpose of the FP tree is to mine
the most frequent pattern [17]. FP-Tree is a compressed
representation of the original database, and also only
frequent items are used to construct the FP- tree, and the
other irrelevant information is pruned. FP Tree is made up
of initial itemsets of the database. Each node of the FP tree
represents an item of item set. In the FP tree root node
represents null while lower nodes represent itemsets [17].
FP-Tree is much smaller than the original database and
reduces the required number of database scans to two [18].

During the process of FP growth algorithm at first database
is scanned, to find frequent 1-itemset. Here, single items in
itemset are captured. Based on the minimum threshold
support value, all the items that are less than the minimum
threshold support value are removed when finding frequent
items [17]. Then the selected items are stored according to
their descending values, that list is known as F-List. After
that FP Tree is created based on F-List. As the last step, the
conditional FP tree is created in the sequence of reverse
order of F-List [19-27].

Procedure FP-Growth(Tree, «)

/I a is an itemset in transactional database

/I B is an itemset in a’s conditional pattern-base
{

if Tree contains a single prefix path
then {
let P be the single prefix-path part of Tree;
let Q be the multipath part with the top branching node replaced by a null root;
for each combination (denoted as ) of the nodes in the path P do
generate pattern 8 U « with support = minimum support of nodes in j3;
let freq_pattern_set(P) be the set of patterns so generated; }
else let Qbe Tree;
for eachitem & in Qdo { // Mining multipath FP-tree
generate pattern 8 = a; U « with support = a; .support,
construct 8's conditional pattern-base and then f§'s conditional FP-tree Treef ;
if Treef =
then call FP-Growth(TreeB, B);
let freq pattern set(Q) be the set of patterns so generated; }
return(freq_pattern_set(P) U freq_pattern_set(Q) U (freq_pattern_set(P) x freq_pattern_set(Q)))

/I Mining single prefix-path FP-tree

Fig. 2. FP-Growth algorithm pseudocode

Fig. 2 shows the pseudocode of the FP Growth algorithm.
The FP algorithm contains two major parameters. They are
Tree = FP-tree, and a = null. When FP-tree has only one
path P, for each combination of 3 vertex path P is created by
using a set of B U a. For that support equal to the minimum
support of items which are belong to the setf are used.
When FP-tree is having multiple paths, In that case for each
element in the array, ai Tree header is created with a set of
= ai U o supporting corresponding elements ai. Next, the
conditional pattern base of B and conditional FP-tree pattern
of B are generated. That is denoted by Treep. Then, it is veri-
fied whether Treef is empty or not. If it is empty, the algo-
rithm ends, If it is not empty, the procedure FP-Growth is
restarted with parameters of Tree = Treef, and a = . The
last statement of the procedure returns the three sets of the
generated frequent patterns from P, Q, and PxQ [7],[16-23].

III. METHODOLOGY

To identify the associations between job titles and
technologies in the IT industry, this study has used the
Frequent Pattern (FP-Growth) algorithm as the Association
Rule Mining algorithm. In the study, mining associations
were done to identify what technologies that are associated

with job titles, and how technologies are associated with
each other in the IT industry.

An association rule consists of two components. Antecedent
(if) is the first component. Consequent (then) is the second
component. An antecedent is an item found within the data.
Consequent is the item found in combination with the
antecedent [24-28].

The association rule consists of two steps. The first step is
used to find all frequent itemsets. The second step is used to
generate strong associations from frequent itemsets [13].

An association rule implies in the form of X=Y, where X,
Yc I are sets of items called itemsets and X N Y = o. Here,
X is known as the antecedent, and Y is known as the
consequent [31 -32]. The Association Rule Mining was first
introduced by Agrawal in 1993 [5]. According to Agrawal,
Let I=11, 12, - - -, Im be a set of m distinct attributes, T be
the transaction that contains a set of items such that T € I, D
be a database with different transaction records Ts [13].

The two important basic measures in association rules are
support and confidence [20-21]. Support of an association
rule is defined as the percentage of records that contain X U
Y to the total number of records in the database D [31-33].
Support value is calculated as given in “Equation 1”.

In an association rule, confidence is defined as the
percentage of the number of transactions that contain XUY
to the total number of records that contain X [29].
Confidence shows the items that appear one after the other.
Also, confidence can be defined as an indication between
two items that how often the mined rules are found to be
true. Rules with support value greater than user-defined
minimum support value and confidence value greater than
user-defined minimum confidence value are called valid
association rules [34]. The confidence value is calculated as
given in “Equation 2”.

The lift value represents whether the association is positive
or negative also shows the strength of the relationship which
exists between X and Y. If the lift value is greater than one,
it indicates a positive relationship between the itemsets. If
the lift value is less than one, it indicates a negative
relationship, and if the lift value equals one, the itemsets are
independent and there exists no relationship between them
[34]. Lift value is calculated as given in “Equation 3”.

S £ XY) = Support count of XY 1
Hppor " Total number of transactions in D @
i Support (XY)
Confldence(XIY) = m (2)
Lift (XY) = P (XY) 3
! ~ POP(Y) )

The trained dataset consists of five hundred job vacancies.
The data set was collected using an online site that advertis-
es IT industry job vacancies in Sri Lanka. The texts embed-
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ded in those images were extracted by using Optical Charac-
ter Recognition Algorithm (OCR). The extracted data from
job vacancy images needed to preprocess as they do not
conform to a uniform structure. So, the texts were subjected
to a pre-processing process to remove unwanted noise from
text data and filter the necessary text data. During the text
pre-processing stage first, the texts were subjected to the
tokenization process. In the process of tokenization,
sentences are separated into words [35]. After that stop
words are being removed from the text. Stop words can be
introduced as determiners, prepositions, and conjunctions.
They do not contribute to the content or context of the tex-
tual document. As the last stage of pre-processing, stem-
ming is done. During the process of stemming, prefixes and
suffixes are removed. The purpose of stemming is to find
the root or the base of a word. The cleansed data can be
used in the data mining process.

“RapidMiner”, which is a data science and machine learning
platform was used as an integrated environment in the data
mining process [36]. Fig. 3 shows the processes used in
“RapidMiner” to mine the association rules. Here four
processes were used. They are “Retrieve data set, Numerical
to binomial, FP-Growth, and Create association rules”.
Using the “Retrieve Data Set” operator data set was loaded
to the “RapidMiner”. “Numerical to Binomial” operator was
used to change numerical attributes that appear in the dataset
to binomial type. “FP-Growth” operator was used to
calculate all frequent itemsets using FP-tree. “Create
Association Rules” operator was used to generate the
association rules from the given dataset [36].

Process
O Process » Y ) B e el
Retrieve DataSet  Humerical to Binomi... FP-Growth
C w) (m e m) g ) L
{ - { "
v ) | vote Assosiation Ad
v i ¢ Y X

Fig. 3. Processes in “RapidMiner”

IV. RESULTS

Fig. 4-12 shows the results obtained after training the dataset
with “RapidMiner”. Fig. 4 shows some of the frequent
itemsets which were mined with their support value. Item 1
is the antecedent value while item 2, item 3, and item 4 are
known as the consequent values. According to the last
record in Fig. 4, the items HTML, JavaScript, CSS, and
Web developer are associated with each other with the
support value of 0.213, that means out of the total records
given in the data set a ratio of 0.213 contains the items
HTML, JavaScript, CSS, and Web developer together. Also,
when the item “HTML” appears in the dataset, the items
“JavaScript, CSS, and Web developer” followed with it or
they can be defined as the consequents of the item “HTML”.

FrequentitemSets (FP-Growth)

size Support item 1 item 2 tem3 item4.
z vz oo weveveoper

2 0213 PHP WebDeveloper

2 0228 Android MobileppDeveloper

2 0228 Android ios

2 0213 c c#

2 0228 MobileppDeveloper  ios

3 0232 HTML javascript css

3 0.199 HTML javascript PHP

3 0217 HTML javascript WebDeveloper

3 0202 HTML css PHP

3 0232 HTML css WebDeveloper

3 0202 HTML PHP WebDeveloper

3 0217 javascript css WebDeveloper

3 0.199 Javascript PHP WebDeveloper

3 0228 Android MobileppDeveloper  ios

4 0213 HTML javascript css WebDeveloper

Fig. 4. Frequent itemsets with their support values

Fig. 5 and Fig. 6 show all the association rules that were
mined from the dataset. Each rule given here has indicated
its relevant confidence value. If the confidence value is
higher, then that the validity of that rule also increases. The
first rule indicated in Fig. 5 shows that the confidence value
between the items HTML, CSS, and JavaScript, web
developer is 0.806. In this association rule, HTML and CSS
are the antecedents whereas JavaScript and web developer
are the consequents.

AssociationRules

Association Rules

[HIML, CSS] --> [javascript, WebDeveloper] (confidence: 0.806)
[CSS] --> [javascript, WebDeveloper] (confidence: 0.808)

] -=-> [javascript, CSS] (confidence: 0.829)

] --> [CSS, WebDeveloper] (confidence: 0.829)
[javascript] --> [WebDeveloper] (confidence: 0.838)
[WebDeveloper] --> [PHP] (confidence: 0.841)

[WebDeveloper] --> [HIML, javascript, CSS] (confidence: 0.841)
[HIML] --> [javascript] (confidence: 0.842)

[HTML, javascript] --> [PHP] (confidence: 0.844)

[HTML, WebDeveloper] --> [PHP] (confidence: 0.846)
[javascript] --> [HIML, CSS]) (confidence: 0.851)
[WebDeveloper] --> [HIML, javascript] (confidence: 0.855)
[WebDeveloper] --> [javascript, CSS] (confidence: 0.855)
[HIML] --> [WebDeveloper] (confidence: 0.855)

[CSS] --> [HTML, javascript] (confidence: 0.863)

[CSS] --> [HIML, WebDeveloper] (confidence: 0.863)
[javascript] --> [HIML] (confidence: 0.865)

[javascript] --> [CSS] (confidence: 0.865)

[javascript, WebDeveloper] --> [PHP] (confidence: 0.871)
[HTML, CSS] --> [javascript] (confidence: 0.875)

[HTML, CSS] --> [WebDeveloper] (confidence: 0.875)

[CSS] --> [javascript] (confidence: 0.877)

[CSS] --> [WebDeveloper] (confidence: 0.877)

[HTML, WebDeveloper] --> [javascript, CSS] (confidence: 0.892)
[WebDeveloper] --> [javascript] (confidence: 0.899)

[HIML, javascript] --> [CSS, WebDeveloper] (confidence: 0.906)
[javascript, CSS] --> [HIML, WebDeveloper] (confidence: 0.906)

Fig. 5. Support value between items

The confidence value indicates the reliability of mined rules.
The last rules given in Fig.6, indicates as follows;

[MobileAppDeveloper, ios] --> [Android]
(confidence: 1.000)

That rule represents 100% of the times where “Mobile app
developer”, and “IOS” items appear, with them the item
Android also appear together.
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[javascript, WebDeveloper] --> [HIML,
[WebDeveloper] —--> [HTML] (confidence:
[HTML] --> [CSS] (confidence: 0.947)
[HTML, PHP] --> [javascript] (confidence: 0.947)
[Javascript, PHP] --> [HTML] (confidence: 0.947)
(3avascript, PHP] --> [WebDeveloper] (confidence:
[PHP, WebDeveloper] --> [HTML] (confidence: 0.948)
[javascript, WebDeveloper] --> [HTML] (confidence:
[javascript, WebDeveloper] —--> [CSS] (confidence:
[HTML, PHP] --> [CSS] (confidence: 0.965)
[HTML, PHP] --> [WebDeveloper] (confidence:
[Android] --> [MobileppDeveloper] (confidence:
[Android] --> [ios] (confidence: 0.969)
[Android] --> [MobileppDeveloper, ios]
[HTML, WebDeveloper] --> [CSS] (confidence:
[HTML, javascript, WebDeveloper] —--> [CSS]
[javascript, CSS, WebDeveloper] --> [HTML]
[HTML, javascript] --> [CSS] (confidence:
[javascript, CSS] --> [HTML] (confidence:
[CSS, WebDeveloper] —--> [HTML] (confidence:
[CSS] --> [HTML] (confidence: 0.986)
[MobileppDeveloper] —--> [Android] (confidence:
[ios] --> [Android] (confidence: 1.000)
[MobileppDeveloper] --> [ios] (confidence:
[ios] --> [MobileppDeveloper] (confidence:
[CSS, PHP] --> [HTML] (confidence: 1.000)
[MobileppDeveloper] --> [Android, ios] (confidence:
[Android, MobileppDeveloper] --> [ios] (confidence:
[ios] --> [Android, MobileppDeveloper] (confidence:
[Android, ios] --> [MobileppDeveloper] (confidence:
[MobileppDeveloper, ios] --> [Android] (confidence:

CSS] (confidence:
0.942)
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Fig. 6. Support value between items

Fig. 7 shows the FP-Growth tree structure. This is the
graphical representation of the entire database in a
compressed form. Between the associated items, there is the
relevant association rule number indicated.
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Fig. 7. FP-Growth tree

Fig. 8 shows a segment of the FP-Growth tree structure. It
represents the association rule that exists between the two
items C and C#. When the rule is being selected the support,
confidence, lift, and other related values are indicated. As
the lift value given here is 3.97 it denotes a positive
relationship between the two items and also the confidence
value is very high which is 0.92, this can be introduced as a
strong association rule.

10

C#

Rule 32 (0.213/0.921) Rule 31 (0.213 7 0.921)

Rule 31
c>c#

Support: 0.21
Confidence: 0.92
C Lift: 3.97

Gain: -0.25
Conviction: 9.68
Laplace: 0.99
Ps:0.16

Fig. 8. Support value and Confidence value exist between rules

Fig. 9 shows the associated items with the item “Mobile app
developer”. The support value and confidence value
indicated between the items are given in front of each record
[37].

I AssociationRules (Create Association Rules) 8 ExampleSet (Numericalto Binominal

Sl ks eking No. Pemises  Conclision St Confidence  LaPlace
dlofhesecondusions: V) | g1 g WobleppDeelopr 028 ) 0%
HTL 53 Anduid MobieppDeveloperios 0228 0969 0994
javascript

CSS 64 ios MobileppDeveloper 0228 1 1
PHP

WebDeveloper 68 ios Android, MobileppDeveloper  0.228 1 1
Android

¢ 69 Android, ios MobileppDeveloper 0228 1 1
ot

HobileppDeveloper
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Fig. 9. Support value and Confidence value exist between items:

“Android”, “mobile app developer”, and “IOS”

Fig. 10 shows the associated items with the item “HTML”.
The items associated with “HTML” are: “CSS, Web
developer, and JavaScript”. Fig. 9 shows different
combinations of the item about how they have been
appearing with their support value and confidence value.

1 AssociationRules (Create Association Rules) H ExampleSet (Numerical to Binominal)

Show rules matching

.  Premises Conclusion Support Confidence LaPlace
LSt Y1 7 WebDeveloper HTML javascript CSS 0213 0841 0968
HIML 1 javscipt HTHL, CSS 0232 0851 0968
javascript
css 12 WebDeveloper HTHL, javascript 0217 0855 071
PHP
WenDeveloper 15 CsS HTHL, javascript 0232 0863 0971
Android
¢ 16 CSS HTML, WetDeveloper 0232 0863 0971
o 17 javascript HTUL 023 0865 0971
MobileppDeveloper
fos 27 javascript CSS HTML, WetDeveloper 0213 0908 082
28 CSS, WebDeveloper HTHL, javascript 0213 0908 0982
30 WebDeveloper HTHL, CSS 0232 0913 082
40 javascript WebDeveloper HTHL, Css 0213 0935 0988
41 WebDeveloper HTHL 0239 0942 0988
4 javascript PHP HTHL 0199 0947 0991
46 PHP, WebDeveloper HTHL 0202 0948 0991
Min. Crterion 47 javascript WebDeveloper HTHL 0217 0952 0991
confidence v | 56 javascript CSS, WebDeveloper HTUL 0213 0983 0997
Min. Crteion Value: 58 javascript CSS HTUL 023 0984 0997
Fig. 10. Support value and Confidence value exist between items:

“HTML”, “JavaScript”, ”CSS”, and “Web developer”

Fig. 11 shows the associated items with the item “Android”.
The related items with “Android” are “Mobile app
developer” and “IOS’. The support value and the confidence
value that exist between the items are given in front of each
record.
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&1 AssociationRules (Create Association Rules) 8 ExampleSet (Numerical to Binominal)

Show rules matching No. | Premises Conclusion Support Confidence

alofteseconcsions: ¥ 1 g e eeloper Android 0228 1

HTML )
javascript

88 86 MobileppDeveloper Android,os 0228 1
PHP

WebDeveloper 6 s Android, MobileppDeveloper  0.228 1
Android

¢ 70 HobileppDeveloper, ios Android 0228 1
C#

WobileppDeveloper

ios

i0s Android 0228 1

Fig. 11. Support value and Confidence value exist between items:
“Android”, “mobile app developer”, and “I0S”

Fig. 12 shows the associated items with the item “C”. The
related item with “C” is only “C#”. This rule can be defined
as a very strong rule because its confidence value is very
high which is 0.921, as well as, this rule is having a positive
lift value. The support value, confidence value, LaPlace
value, Gain value, p-s value, and Lift value that exists
between the items are given in front of each record.

1 AssociationRules (Create Association Rules) j ExampleSet (Numerical to Binominal)

Stot s mathing lo Prmises  Cocusn  Swpt  Conidence  Ladlce Gan  ps Uit

EUEEC T | (2 o c 0on ot 0% A% 0 s

HTNL
javascript
88

PHP
WebDeveloper
Android

[

c#

Flgl ‘2A.M§uppon value, Confidence value, LaPlace value, Gain value, p-s
value, and Lift value exist between items: “C#”, and “C”

V. CONCLUSION

This study aims to find the trending association rules that
exist in the IT industry job market. For that, the text
embedded on job vacancies was extracted and they were
subjected to a data mining process by using the FP-Growth
algorithm. In this study, “RapidMiner” was used as a data
mining platform. The results obtained were discussed in the
“Results” section. In this study, most trending job titles and
technologies that frequently appeared with them were
mined. Mining the trending job titles and trending
technologies will be helpful for job seekers to get a better
understanding of the industry dynamics. This is very
specific to the IT industry as it is having varieties of
emerging technologies day by day.
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